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S C I E N T I F I C  
D A T A B A S E S

Five hundred years after Leonardo da
Vinci created his research notebooks,
we can still look at them and follow his
logic and experimental procedures.

Ironically, it would be much harder to decipher
a contemporary colleague’s notebook; so much
of the information required for understanding
the work is in various parameter and data files,
external databases, the internal logic of the ac-
quisition and analysis software used, and the ref-
erenced literature. If we ask more of the modern
notebook—that it be remotely accessible and
sufficiently complete to guide ongoing work —
it becomes completely inadequate. Given that
these requirements are typical of the next-gen-
eration discovery- and informatics-based science
projects anticipated across a wide range of disci-
plines, a records system that replaces paper and
meets the additional requirements of today’s re-
search environment is sorely needed.

One route to such a system would be to gather all

collaborating parties and, have them standardize
their data formats, metadata definitions, and the
records process to follow. These parties would then
encode the results into communications protocols
and schema to implement the system. They would
also have to request modifications to any third-party
applications used in their community to make them
compatible with the system. Such a model forces
the community to incur coordination costs upfront.

As anyone who has ever been involved in a stan-
dardization effort knows, the effort required in-
creases rapidly as the number of people and the
scope of the standard grow. Unfortunately from
this perspective, modern science is becoming a
global, cross-disciplinary effort that requires grow-
ing numbers of researchers to agree on increasing
detail about their data and the processes used to
create and interpret it. For example, some scientific
communities now expect the results reported in
publications (such as protein geometries) be sub-
mitted in standard formats that make them easily
available for further analysis. Furthermore, the
trend toward informatics and distance collabora-
tion is blurring the traditional distinction between
community-published data and group or private
data; researchers soon might have to provide lev-
els of provenance and other annotations on their
community contributions that approach or surpass
(by including tacit knowledge) the richness of their
internal project records. Additionally, researchers
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could find themselves working in multiple com-
munities, for example, a chemist could end up pro-
viding information relevant to studying atmos-
pheric chemistry, combustion, materials science,
geology, and so on, which would require them to
work with multiple, incompatible standards.

Clearly, global standardization is not practical as
a means of reintegrating the scientific record con-
sidering the number of independent data sources
and data sinks that exist, the wide range of records-
related and scientific metadata that would need to
be considered, and the emerging requirements to
share intermediate, exploratory results across sci-
entific communities.

The Scientific Annotation Middleware (SAM)
project is an attempt to use emerging technologies
to separate the initial capture and storage of data
and metadata from its subsequent presentation to
others and to shift the focus from up-front stan-
dardization to on-demand mapping of the original
data and metadata into schemas of interest.

Scientific Annotation Middleware
SAM’s key concept is the idea of a “schemaless” data
store that can accept arbitrary input and dynami-
cally registered translators that map data and meta-
data into the formats and schema expected by ap-
plications and underlying data repositories. This
lets researchers capture records-related information
using an arbitrary combination of electronic note-
books, applications, agents, and problem-solving
environments. Researchers can later define how this
information should be translated into forms inter-
pretable in other contexts, such as into a standard
schema used in their community, the input format
a collaborator’s software requires, or the schema of
a records management tool or an automated work-
flow system. In the SAM model, users can maintain
data in its original format while defining a view that
lets them see all the information via a single inter-
face. Simultaneously, they can define views of this
data that conform to the conceptual models of par-
ticular applications, groups, institutions, or com-
munities. Thus, even if a given result was created
using specific inputs, was part of a specific project,
had dependencies on the values of certain measure-
ments reported in the literature, was discussed on a
specific notebook page, and had a limited range of
validity, and this information were all recorded by
different applications and agents, SAM could fed-
erate it into the schema understood by a generic
“graphical relationship browser.” The SAM project
Web site (www.scidac.org/SAM) outlines several
more complex possibilities.

SAM is a compromise between standards’ artificial

clarity and real research’s organic nature, combining
aspects of research notebooks and more structured
scientific data management systems. While such a
model cannot enforce data-model integrity as well as
traditional databases, it is well suited to a write-and-
annotate usage model typical of records and to the
lightweight federation of independent components.
Although implementing and managing such a flexi-
ble system might seem difficult, we believe progress
on many fronts is making it practical.

Background
Our primary introduction to scientific records man-
agement was in the context of electronic notebook
(EN) systems’ development. We can trace the con-
cept of ENs back at least to the mid 1980s. Since
then, the idea of ENs as a relatively direct replace-
ment for personal paper notebooks has evolved to
encompass distributed use, multimedia annotations,
entry automation, the creation of derivative data
sets, and legally defensible records capabilities.1

Our efforts began in 1994 and continued as part of
a three-way exploration of EN concepts involving re-
searchers at Pacific Northwest National Laboratory,
Lawrence Berkeley National Laboratory, and Oak
Ridge National Laboratory in the US Department
of Energy’s DOE2000 Collaboratory program
(www.csm.ornl.gov/enote). The DOE2000 note-
books have made significant contributions in the ar-
eas of personal and distributed group productivity as
well as in defining minimal notebook schema and
providing extensibility through programming inter-
faces.2,3 In particular, the DOE2000 notebooks were
based on the concepts of a typed resource with a
URI-style identifier and arbitrary textual key–value
pair properties. We included just seven required
properties in the initial DOE2000 notebook schema
adding a few more over time, primarily to manage
digital signature information. This model minimized
the EN’s knowledge of the data content and format
and thus the coupling to applications used to capture,
view, and analyze it. Such minimalization provided
simple yet powerful capabilities for integrating the
notebook with instruments and analysis software and
for dynamically configuring third-party components
to create and view new data types. 

With this architecture, ENs can integrate man-
ually entered notes (such as text and drawings) with
the more structured output of scientific instru-
ments and analysis software in a single page view.
Although this is an advantage over paper note-
books, the model of an EN as a stand-alone system
has since become limiting. Increasingly, problem-
solving environments, portals, workbenches, data-
bases, and other information management systems
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expect to store the data and interpret its metadata
(such as author and type). This has led us to see the
EN as one way to view data from federated stores
that are equally accessible to other applications,
agents, and environments.

Issues that EN researchers have encountered are
mirrored in the more general context of the Inter-
net; in fact, EN systems have benefited greatly by
adopting technologies such as the World Wide
Web and HTML, which enabled standardized dis-
tribution of hyperlinked multimedia. The desire to
provide multiple views and to expose data’s mean-
ing to applications led to the development and use
of the Extensible Markup Language (XML) and
Extensible Stylesheet Language Transformations
(XSLT). These efforts continue under the Seman-
tic Web banner and involve additional technologies
(such as the resource description framework
[RDF]) that enable richer descriptions of concepts
and their relationships and provide more powerful
means of describing and automating mappings be-
tween different conceptual models.4

Another direction from which the issues of feder-
ating and annotating information have been tackled
is from the perspective of database management sys-
tems. There is significant activity (particularly in the
bioinformatics community), in capturing both the
processing history of data stored in community data-
bases and the growing understanding of the com-
munity through annotations, which has strong par-
allels in motivation and in the technical directions
being pursued.5 Data Grid implementations, such
as the Storage Resource Broker, which target large
archives, are also evolving in similar directions.6

Design
One of SAM’s primary design goals was to avoid im-
posing schema and an overall system architecture on
researchers that they then must implement across all

applications. Rather, SAM adapts to work with exist-
ing architectures and provides incremental benefits.
We envisioned SAM as a tool that could be light-
weight enough to use simply to share data or to im-
plement as an EN. At the same time, it should have
enough power to allow such a use to be incremen-
tally extended to give a federated view of data in a
portal or problem-solving environment. Ultimately,
the use scenario could be extended to implement a
comprehensive records system. We incorporated this
philosophy into our requirements analysis, which led
to specific design goals:

• SAM should allow data to be stored in its na-
tive format and avoid or delay the costs of de-
veloping a self-documenting or standardized
representation. 

• SAM should be able to capture the metadata,
provenance, and annotation information in files
and present it in a federated view with informa-
tion from other applications and manual entry.

• SAM should be able to store arbitrary meta-
data about data stored in underlying struc-
tured stores. 

• Using SAM should not preclude direct access
to underlying data stores.

• Third parties should be able to define the
metadata schema and data formats they wished
to use independent of those chosen by the
data–metadata providers.

• Applications should be able to ignore informa-
tion outside their schema or to dynamically dis-
cover all information that has been federated.

• Third-party tools should be able to monitor
activity in SAM and use it to trigger their
workflows.

In essence, these requirements argue for mini-
mizing the design-time coupling of scientific ap-
plications with community data–metadata systems
and consumers of data–metadata (provenance
tracking systems, other scientific applications, and
so on), which we believe in turn argues for a “con-
figurable middleware” approach. Figure 1 shows a
high-level view of this model, with SAM providing
a layered set of services between independent ap-
plications and data stores. These layers build on
each other, with metadata being the most basic: 

• Metadata management services provide base
mechanisms for generating, federating, and
translating annotation and relationship metadata. 

• Semantic services provide support for ad-
vanced searching, relationship browsing, and
pattern recognition. 
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Figure 1. Scientific Annotation Middleware (SAM) service layers
presenting a federated view of data to applications, portals, agents, and
electronic notebooks.
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• Notebook services provide mechanisms re-
lated to records management collections, dig-
ital signatures and time stamps, pagination,
annotation display mechanisms, and so on.

Implementation
SAM’s primary client-side interface is the Web-based
distributed authoring and versioning protocol. Web-
DAV adopts the Web’s HTTP model of resources
accessed via a URL, adds standard methods for cre-
ating new collections (directories) and resources,
and defines new functionality for adding and
querying arbitrary string or XML key–value prop-
erties associated with each resource.7,8

WebDAV is an Internet Engineering Task Force
standard extension to HTTP that, like Web services,
uses XML to encode the payload of service requests.
It was originally designed to support collaborative au-
thoring, but DAV “documents” are not restricted to
text-oriented formats and should be considered anal-
ogous to files or binary large objects. Extensions to
WebDAV, such as DAV Searching and Locating
(DASL), Advanced Collections, and Versioning,
which are currently in development, promise addi-
tional relevant capabilities (www.webdav.org/specs). 

WebDAV is quickly gaining popularity in the
Web industry. A variety of WebDAV-capable Web
servers (for example, from Apache Software Foun-
dation, IBM, and Microsoft), clients (such as MS
Office), and content management systems (Tamino
and Oracle) are currently on the market, and de-
velopment kits are available for Java, C++, and
Python. There are also utilities that make Web-
DAV servers appear as shared network file systems,
enabling non-WebDAV-aware applications to di-
rectly access shared data.9

We chose the Jakarta Project’s Slide content
management system (jakarta.apache.org/slide) and
WebDAV implementation as the starting point for
SAM development. Slide is written in Java and im-
plements WebDAV as a servlet that calls an under-
lying Slide engine. We chose Slide because of its
combination of a relatively complete WebDAV im-
plementation, open-source license, ongoing devel-
opment, and useful internal interfaces.

During the past two years, we have made modi-
fications to Slide to implement SAM functionality,
primarily in the metadata management and note-
book services layers. 

Security
Slide implements a username and password-based
authentication mechanism and access control list-
based authorization. We’ve added interfaces to let

Slide use external authentication and authorization
mechanisms so that SAM can function as middle-
ware. Any Java Authentication and Authorization
Service provider—an external username and pass-
word database, a Kerberos server, or public key cer-
tificate/Grid security infrastructure (www.globus.
org/security/overview.html)—can be used to au-
thenticate users. Any external service that imple-
ments a simple method requesting a yes–no re-
sponse given the user’s credential, the resource they
are accessing, and the action they wish to perform,
can be used to provide access control. Thus, access
control is not limited to stored lists but could be
based on policies such as certain users being lim-
ited to off-hours access or more sophisticated ones
defined using systems such as Akenti or CAS,
which let aspects of the authorization policy be del-
egated to stakeholders or community leaders.10,11

Datastore Federation
Slide can store WebDAV resources and properties
in a variety of relational databases, assuming
they’ve been configured to have the required ta-
bles. For SAM, we are extending this mechanism
to support user-defined database schema and other
data stores such as other WebDAV servers and
Data Grid implementations. We have developed a
mechanism to describe the mapping from re-
quested WebDAV resources and properties to the
underlying database schema to support, for exam-
ple, making a molecular properties database avail-
able via WebDAV in such a way that community
annotations that the database does not support di-
rectly can be added as new WebDAV properties.
As in this example, properties that do not map to
the underlying database can be stored in a sec-
ondary location, such as a database using Slide’s
standard schema.

Event Generation
To make activities in SAM visible to third-party
software, we’ve modified Slide to produce Java
Messaging Service events whenever the WebDAV
resources are accessed or modified. We used the
open source OpenJMS package for this purpose
(openjms. sourceforge.net). SAM publishes notifi-
cations under two topics, one for WebDAV re-
quests that do not change the stored data—for ex-
ample, GET—and one for those that do, for
example, PUT and PROPATCH. Each event contains
details about the request to aid in filtering mes-
sages, but a subscribing application must access
SAM directly (and have appropriate permissions to
access the specified resource) to retrieve the viewed
or modified content.
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Metadata Generation
Slide implements the basic WebDAV functionality
for creating, modifying, retrieving, and deleting re-
sources and properties. When people, applications,
agents, and problem-solving environments create
resources, Slide generates a few standard proper-
ties that describe the resource, such as its type, size,
and creation date. SAM extends this mechanism to
allow generation of user-specified properties.
Those properties can be based on the contents of
uploaded data, which could be in an arbitrary bi-
nary, ASCII, or XML format. The properties that
should be generated are user-specified based on the
data’s Multipurpose Internet Mail Extension
(MIME) type. MIME types are assigned using
standard Web conventions—for example, based on
the file name extension if not otherwise specified—
with one addition. Because many different types of
XML files are commonly given an .xml extension,
users can configure SAM to run a user-defined
XSLT script to determine a MIME type for .xml
files, either by reading the MIME type from an el-
ement in the file or by inference based on the exis-
tence of specific elements. 

Depending on the MIME type, SAM can then
run registered scripts for that type to generate
properties. For data in an XML format, a single
XSLT script is run. For binary and ASCII data, two
scripts are required. The first defines the details of
the data format using the Binary Format Descrip-
tion (BFD) language.  BFD, a Pacific Northwest
National Laboratory–developed extension of the
Extensible Scientific Interchange Language, lets a
standard BFD engine extract the file’s information
into an XML format (www.scidac.org/SAM/bfd).12

It allows specification of the data’s low-level for-

matting, for example, binary, little-endian,
base64 encoded, or ASCII, the layout of the data
in terms of strings, integers, floats, and arrays of
these primitives, and logic based on embedded pa-
rameters and flags. Based on this description, the
BFD engine can generate XML output for subse-
quent XSLT processing to produce WebDAV
properties. Thus, researchers can configure SAM
to expose information from data submissions, such
as the data files and parameters used to generate the
submitted data or the chemical species the data re-
lates to, in XML-formatted WebDAV properties
without modifying the data itself.

Data Translations
Users can also register BFD and XSLT scripts to
define translations of data that should be made
available. SAM exposes the list of translations avail-
able for a given data set by generating a hastransla-
tions property that gives information about the out-
put format available, the translator used, and the
WebDAV URL where anyone can retrieve or copy
the translation. Because we anticipate the translated
data sets will be much larger than individual prop-
erties, SAM currently creates translations dynam-
ically when they are requested, versus generating
and storing them during data submission. Conse-
quently, it is possible to register new translations
for existing data; the next request to read the has-
translations property will show the new formats
available.

Copy Tracking
The WebDAV protocol defines a COPY operation
to generate a new resource at a specified URL from
an existing one without bringing the data to the lo-
cal computer. To help track the data’s origin, SAM
adds a source property, which becomes part of the
pedigree of the resource, to the new copy, which
links it to the original URL. Thus, in circum-
stances where a research makes a personal copy of
a shared resource, SAM will help document the
data’s provenance.

Electronic Notebook 
As an initial step in creating the notebook services
layer, we implemented the functionality required to
generate a notebook compatible with the publicly
available Electronic Laboratory Notebook (ELN)
client. The newest ELN 5.0 version improves the
user interface’s isolation from the server imple-
mentation’s specifics and includes more adminis-
trative capabilities. It is compatible with both the
original CGI-based ELN server and SAM. In the
SAM-based notebook server, the chapters, pages,
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Figure 2. Scientific Annotation Middleware use scenario. Multiple
applications contribute to the research record. Researchers can use SAM
to generate an integrated view of the research process while also
contributing to its automation.
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and notes in the notebook are stored as WebDAV
resources, and the chapter/page/note tree structure
is stored as WebDAV properties associated with
those resources. Thus, the notebook’s structure and
its contents are directly available to other Web-
DAV-enabled applications. Adding a data set to the
notebook reduces either to creating a new Web-
DAV resource that is then directly accessible to
other applications or to creating a property linking
an existing resource with a particular page.

SAM’s Usage
The capabilities described earlier are just those in-
cluded in the initial release of SAM but, taken to-
gether, they give a good idea of the project’s gen-
eral philosophy and the types of interactions SAM
is meant to enable. Figure 2 details how researchers
can use SAM to generate an integrated view of the
research process while also contributing to its au-
tomation. Using a SAM-based notebook, a re-
searcher describes his or her planned experiment.
When the researcher collects data using a com-
mercial instrument control program, she saves it  to
a network drive, which is mapped to an underlying
SAM instance. A quick selection in the notebook
links the new data into the notebook, and it appears
on the page rendered in an interactive graph. In
parallel, SAM publishes a notification that the data
has appeared. The notification triggers other con-
figured utilities: one that send an email to project
team members, and another that uses the new data
to produce a derived data set, which is also saved to
the SAM server. A project team member copies a
translated version of the data into his or her work-
space and proceeds with the next task in the plan.
Given the final product’s URL, anyone granted ac-
cess to the project’s work area can trace backward,
following links in WebDAV properties to discover
the input data and relevant notebook entries.

The Collaboratory for Multiscale Chemical Sci-
ence project is currently implementing scenarios
such as this (http://cmcs.ca.sandia.gov). CMCS is an
effort (involving one of the authors) in DOE’s Na-
tional Collaboratories program that uses SAM as a
component of a portal-centric system designed to
facilitate collaboration, data exchange, and prove-
nance tracking across multiple chemistry subdisci-
plines. Figure 3 shows one of several components of
the CMCS portal that interact with SAM: a pedigree
browser that lets researchers view a selected data set’s
provenance across multiple links. CMCS also uses
SAM to send email alerts and to link chemistry ap-
plications, such as the WebDAV-aware Extensible
Computational Chemistry Environment and new
chemistry Web services into their system.

Although SAM is already showing
promise, we anticipate a variety of areas
in which additional work will be needed
to realize the full potential of this

schema-less approach. While SAM’s metadata
generation and translation capabilities lower the
barriers to federation, additional support for cre-
ating the required XML scripts (that is, some form
of graphical tool for describing the desired map-
pings) will probably be needed. As more scientific
software is exposed through Web services, we
would like to extend SAM to let these services be
registered as metadata generators and translators. 

Even with these additions, the generality and
power of the translation capabilities will be limited
by XML’s power. SAM’s semantic services layer is
designed to use more powerful languages devel-
oped in the Semantic Web community such as
RDF and the Web Ontology Language to provide
richer translation mechanisms. Analogous to the
way SAM’s XML-based translations can, once reg-
istered, be used by WebDAV-enabled applications
that have no knowledge of SAM’s added features,
we hope to minimize the extent to which applica-
tions must understand semantic languages —for
example, by making the results of a semantic infer-
ence available as an XML WebDAV property. 

A final direction for SAM is to reexamine the
concept of ENs. Systems such as the current ELN
incorporate significant records-related functional-
ity such as digital signatures and time stamps.
However, their user interfaces and underlying
functionality were not designed with the richer,

Figure 3. The Collaboratory for Multiscale Chemical Science (CMCS)
Pedigree Browser Interface showing graphical and hypertext
representations of a data set’s provenance and other metadata.



50 COMPUTING IN SCIENCE & ENGINEERING

federated record that SAM enables. It will be im-
portant to deconstruct notebooks to let multiple
applications access notebook functionality, at the
level of services and to incorporate display elements
such as a table of contents or page displays in their
user interfaces.

We believe middleware such as SAM will enable
composite scientific data management systems that
can efficiently meet the needs of next-generation
science and, after 500 years, supplant paper note-
books as the primary research record. 
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